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Abstract

Possibility theory and possibilistic logic are well-known uncertainty frameworks particularly suited
for representing and reasoning with uncertain, partial and qualitative information. Belief update plays a
crucial role when updating beliefs and uncertain pieces of information in the light of new evidence. This
paper deals with conditioning uncertain information in a qualitative interval-valued possibilistic setting.
The first important contribution concerns a set of three natural postulates for conditioning interval-
based possibility distributions. We show that any interval-based conditioning satisfying these three
postulates is necessarily based on the set of compatible standard possibility distributions. The second
contribution consists in a proposal of efficient procedures to compute the lower and upper endpoints of
the conditional interval-based possibility distribution while the third important contribution provides a
syntactic counterpart of conditioning interval-based possibility distributions in case where these latter
are compactly encoded in the form of possibilistic knowledge bases.

Interval-based possibilistic logic, conditioning, possibility theory

1 Introduction

Many problems and applications need efficient formalisms for encoding and reasoning with uncertain, partial
information or knowledge. Possibility theory and possibilistic logic [11 2, B, 4] [5] are uncertainty frameworks
particularly suited for representing and reasoning with uncertain, incomplete, prioritized and qualitative
information. In the literature, many extensions have been proposed for possibilistic logic to deal for instance
with imprecise certainty degrees [6],[7], symbolic certainty weights [8, @], multi-agent beliefs [I0], temporal and
uncertain information [I1], uncertain conditional events [12] [13] 4], generalized possibilistic logic [Tl 4 [15],
justified beliefs [16], etc.

Interval-based uncertainty representations extend the underlying uncertainty settings in order to encode
uncertainty by means of intervals of possible degrees instead of single values. Such extensions allow more
flexible representations especially to deal with poor information, imprecise or ill-known beliefs, confidence
intervals and multi-source information [I7, [I8]. Such representations are very widely used in some appli-
cations such as sensitivity analysis. In this paper, we are interested in interval-based possibilistic logic [6]
which extends the standard possibilistic logic setting to allow intervals of possible degrees instead of single



values attached to the formulas of the knowledge base.

Conditioning is an important task for updating the current uncertain information when a new sure piece
of information is received. A conditioning operator is designed to satisfy some desirable properties such as
giving priority to the new information and ensuring minimal change while transforming an initial distribu-
tion into a conditional one. Conditioning in standard (single-valued) possibility theory has been addressed
in many works [19] 20, 21|, 22} 23] 24, 25|, 26, 27]. There are two major definitions of a possibility theory:
min-based (or qualitative) possibility theory and product-based (or quantitative) possibility theory. At the
semantic level, these two theories share the same definitions, including the concepts of possibility distri-
butions, necessity measures, possibility measures and the definition of normalization conditions. However,
they differ in the way they define possibilistic conditioning. Indeed, in possibility theory, there are two
main definitions of possibilistic conditioning. The first one is called min-based conditioning [19, 28] (or
qualitative-based conditioning) which is appropriate in situations where only the ordering between events is
important. In this case, the unit interval [0, 1] is viewed as an ordinal scale where only the minimum and the
maximum operations are used for propagating uncertainty degrees. The second definition of conditioning
is called product-based conditioning (or quantitative-based conditioning) where the unit interval is used in
a general sense. In this case, the product operation can also be used in the propagation of uncertainty de-
grees. In the context of interval-based possibility theory [6] [7, 29], an extension of a conditioning operator is
proposed for the interval-based setting. This is only done for the product-based conditioning. This extension
is based on conditioning compatible possibility distributions and a syntactic counterpart for conditioning
possibilistic logic bases is also proposed. In [12, [13], the authors dealt with some issues regarding inference
(propagating possibility and necessity bounds) and independence where the beliefs are encoded using the
concept of uncertain conditionals in a possibilistic setting.

This paper is primarily oriented to the study of min-based conditioning in an interval-based possibilistic
setting and contains three major contributions:

e The first contribution (Section [ Theorem [I)) deals with conditioning in an interval-based possibility
theory setting. We first propose three natural postulates for an interval-based conditioning. We show
that any interval-based conditioning satisfying these postulates is necessarily based on applying min-
based conditioning on each compatible standard possibility distribution.

e The second contribution (Section M) consists in providing the exact lower and upper endpoints of min-
based conditioning an interval-based distribution and a proposal of efficient procedures to compute the
lower and upper endpoints of the conditional interval-based possibility distribution.

e The third contribution (Section [ concerns syntactic computations of conditioning where interval-
based possibility distributions are compactly represented by interval-based knowledge bases. We show
that interval-based conditioning has the same computational complexity as the standard min-based
conditioning.

Before presenting these contributions, let us first provide a brief refresher on possibility theory and possi-
bilistic logic.

2 Brief reminder on possibility theory and possibilistic logics

Possibility theory [30, BI] is a well-known alternative uncertainty theory. This framework was coined by L.
Zadeh [31] and it is developed by several researchers (eg. Dubois and Prade [32], Yager [33] and Borgelt
and Kruse [34]). Possibility theory is based on a pair of dual measures allowing to evaluate the knowl-
edge/ignorance relative to the event in hand. Among the main concepts of this framework are the ones of
possibility distribution and possibilistic knowlegde base.



2.1 Possibility distributions

A possibility distribution, denoted 7, is a mapping that attaches to every state w of the world Q (the uni-
verse of discourse or the set of states of the world) a degree in the unit interval [0, 1] expressing a partial
knowledge over the world. The degree 7(w) associated with a state w represents the degree of compatibil-
ity (or consistency) of the state w with the available knowledge. By convention, 7(w)=1 means that w is
fully consistent with the available knowledge, while 7(w)=0 means that w is impossible. 7(w)>m(w’) simply
means that w is more compatible than w’. A possibility distribution 7 is said to be normalized if there exists
an interpretation w such that 7(w)=1, it is said to be subnormalized otherwise (subnormalized possibility
distributions encode inconsistent sets of beliefs).

A possibility distribution allows to define two dual functions from 2 to [0, 1] called possibility and
necessity measures and denoted by IT and N respectively. They are defined as follows:

I(¢) = max{n(w) : we P}, and
N(¢) =1-11(9).
Note that ¢ denotes the complement of ¢ in © (namely, p=\¢). I1(¢) measures to what extent the event ¢

is compatible with the available knowledge encoded by m while N(¢) measures to what extent it is entailed
from 7 with certainty.

As already mentioned, possibility degrees are interpreted either i) qualitatively (in min-based possibility
theory) where only the ordering of the values matters, or quantitatively (in product-based possibility theory)
where the possibilistic scale [0, 1] is quantitative as in probability theory.

2.2 Conditioning a possibility distribution

In the standard possibilistic setting, conditioning comes down to updating a possibility distribution 7 encod-
ing the current knowledge when a completely sure event called evidence or observation, denoted by ¢C¢2, is
received. This results in a conditional possibility distribution denoted by 7(.|¢)). There are many definitions
of conditioning operators in the standard possibilistic setting [19] 20} 211, 22| 23].
Hisdal [19] proposed that the definition of a conditioning operator in the qualitative setting should satisfy
the condition:

VYw € ¢, 7(w) = min(m(w|@), II(9)).

Dubois and Prade [28] proposed to select the largest conditional possibility distribution satisfying this con-
dition, leading to the following conditioning operator.

Definition 1 (min-based conditioning). Let 7 be a possibility distribution, ¢ C  be a sure event. We define
min-based conditioning of ™ by ¢, simply denoted w(.|md) as:

1 if m1(w)=II(¢) and wep;
Ywe Q, m(w|me)=¢ 7(w) if mw)< I(¢) and wegp; (1)

0 otherwise.

When II(¢)=0, then by convention Ywes, 7(w]|m,¢)=L.
Conditioning a possibility distribution 7 with a completely sure piece of information ¢C£2 using Equa-
tion () results in a new and updated possibility distribution 7'=7(.|n¢) that is normalized (namely,
maxg,eq(n’ (w)=1) and fully accepting ¢ (namely, Vwe¢p, 7'(w)=0).

In case where possibility degrees are interpreted quantitatively like in the probabilistic setting, condition-
ing a possibility distribution is done using the so-called product-based conditioning [35], defined as follows
(for T1(¢)£0):

m(wi)

w(wi|*¢>>={ e @i € o (2)

0 otherwise.



A possibility distribution can be compactly encoded in the form of possibilistic logic knowledge bases [3]
or by means of possibilistic graphical models [34]. In this paper, we deal only with possibility distributions
compactly encoded in the form of possibilistic logic knowledge bases.

2.3 Possibilistic logic knowledge bases

Possibilistic knowledge bases [I1, 36} [ [4, [5] are one of the well-known compact representations of possibility
distributions. In possibilistic logic, weights are attached to formulas instead of elementary worlds. A pos-
sibilistic formula is a pair (¢, «) where ¢ is a propositional logic formula and a€[0, 1] is a certainty degree
associated with ¢. The higher the certainty degree « is, the more important is the formula ¢ . A possibilistic
base K ={(¢;,a;),1<i<n} is simply a set of possibilistic formulas as shown in the following example.

Example 1. In this example, we consider a toy example from the medical area. The knowledge base K is
given as follows:

Formulas Weights

FluV Cold
—Fever

Cold = Sneezing
Flu = Cough

Flu

Y N O N~

Given a possibilistic base K, we can generate a unique possibility distribution where interpretations w
satisfying all propositional formulas in K have the highest possible degree m(w)=1 (since they are fully
consistent), whereas the others are pre-ordered with respect to the highest formulas they falsify. More
formally:

Definition 2. Let K be a possibilistic knowledge base. Then, the corresponding possibility distribution mg
is given by: Yw e,

(3)

|1 if Y(p,a)eK, wE
WK(w)—{

1 —max{a; : (pi, ;) EK,wk¥ ¢;}  otherwise.

Q here denotes the set of propositional interpretations. wF¢ means that w is a model of (or satisfies) ¢
in the sense of propositional logic.

Example 2. (Ezample [l continued) The possibility distribution induced by the knowledge base of Example
[0 is as follows:

State (w) 7k (w)

Flu Cold Fever Sneezing Cough 0.0

Flu Cold Fever Sneezing —Cough 0.0

Flu Cold Fever —~Sneezing Cough 0.0

Flu Cold Fever —Sneezing —Cough 0.0

Flu Cold —~Fever Sneezing Cough 1.0

Flu Cold —~Fever Sneezing —Cough 0.8

Flu Cold —Fever - Sneezing Cough 0.1

Flu Cold —~Fever —Sneezing - Cough 0.1
Flu -~ Cold Fever Sneezing Cough 0.0

- Flu ~Cold —Fever —~Sneezing —~Cough 0.0

In this example, we have five propositional variables in the knowledge base K. Hence, the possibility distri-
bution w is over 2° states. Note that all the missing ones are associated with a zero possibility degree.



An important notion that plays a central role in the inference process and conditioning is the one of strict
a-cut. Let a be a positive real number. A strict a-cut, denoted by K, is a set of propositional formulas
defined by K,={¢ : (p,8) € K and 8> «a}. The strict a-cut is useful to measure the inconsistency degree
of K denoted by Inc(K) and defined by:

0 if Ky is consistent
max{« : K, is inconsistent}  otherwise

(4)

If Inc(K)=0 then K is said to be completely consistent. If a possibilistic base K is partially inconsistent,
then Inc(K) can be seen as a threshold below which every formula is considered as not enough entrenched
to be taken into account in the inference process.

The concept of a-cut can be used to provide the syntactic counterpart of conditioning a possibilistic
knowledge base with a propositional formula:

Ine(K) = {

Definition 3. Let K be a possibilistic knowledge base and ¢ be a sure piece of information. The result of
conditioning K by ¢, denoted K4 is defined as follows:

Ky ={(¢,1)} U{(p,) : (p,a) € K and K> A ¢ is consistent.}

Namely, K, is obtained by considering ¢ with a certainty degree '1’, plus weighted formulas (g, a) of
K such that their a-cut is consistent with ¢ (the notation K>, means the formulas of K associated with
degrees greater or equal to a). It can be checked that:

Yw e Q, 1k, (W) = Tk (W|P).

Next section briefly recalls main concepts of interval-based possibility theory and interval-based possi-
bilistic logic.

3 Interval-based extension of possibilistic logic

Before giving a refresher on interval-based possibility theory [6], let us first start with an example to motivate
the current work.

Example 3. Let us choose an example from the football competitions area. Suppose we are interested
in betting on football competitions. To increase our chances, we decided to do a survey on the Internet
concerning the upcoming Euro championship. This survey is concerned with the views of football fans and
supporters about the chances of two national teams we are interested in to reach the final. For the sake of
simplicity, assume that we are interested only in the chances that the french and german teams have to get
into the final match. We denote in the remainder of this example by f (resp. g) the statement that the
french (resp. german) team will get into the final. To collect people’s opinions, we posted a question on a
specialized Internet survey platform. In addition, we also asked people to specify how much they believe in
their answers using a unit scale [0, 1] with the convention that the degree 1 should be attached to the most
plausible scenarid] while the degree 0 totally excludes the corresponding scenario. Values in between allow
to rank order the other scenarios. Assume that we’ve got answers from five people p1,..,p5. We've got the
plausibility levels of these people with respect to the different scenarios summarized as follows:

In this example, the confidence degrees provided by the responders can be viewed as possibility degrees.
Now, suppose that we got hundreds or thousands of answers or suppose that there is a large number of vari-
ables, then it makes sense to find a compact way to encode the obtained answers and more importantly to
reason with them (answer any request of interest and update the available information when new sure in-
formation is obtained). Interval-valued possibility theory is suited for encoding and reasoning with this kind

'n this example, the scenario fg means both French and German teams will attend the final match while the scenario
f—g means that the french team will attend the final contrary to the german team .



|p1|p2|p3|p4|p5

fg 1 1 1 8 )

-fg 711191 1
f g S .21 4] 6] .2
-f-g| 4| .5 3 6| 5

Table 1: Example of multiple sources information

of information. For instance, the available knowledge from Example[d could be summarized as an interval-
valued possibility distribution given in Table [2

| I
fag | [51]
-fg [.7,1]
f-g | [2.6]
—|f —|g [3, 6]

Table 2: Interval-based distribution corresponding to the multiple source information of Table [II

Let us now formally introduce the concept of interval-based possibility distributions and interval-based
possibilistic knowledge bases.

3.1 Interval-based possibility distributions

As illustrated in Table 2] in the interval-based possibilistic setting, the available knowledge is encoded
by an interval-based possibility distribution It where each state w is associated with an interval Ir(w) =
[Ir(w),Ir(w)] of possible values of the possibility degree m(w) [6]. If I is an interval, then we denote by I
and I its upper and lower endpoints respectively. When all I’s associated with interpretations (or formulas)
are singletons (meaning that I = I), we refer to standard distributions (resp. standard possibilistic bases).
Here, Ir(w) (resp. Im(w)) denotes the lower (resp. upper) endpoints of the possibility degree of w.

Definition 4 (Interval-based possibility distribution). An interval-valued possibility distribution It is a
mapping Ir : Q=1 from the universe of discourse € to the set I of all subintervals of the interval [0, 1], with
the normalization property requiring that Iilg)x Im(w)=1.

As in [6], we also interpret an interval-based possibility distribution as a family of compatible standard

possibility distributions defined by:

Definition 5. Let Ir be an interval-based possibility distribution. A normalized possibility distribution m is
said to be compatible with It if and only if YweQ, 7(w) € Ir(w).

An interval-based possibility distribution accepts at least one compatible distribution. We denote by
C(Ir) the set of all compatible possibility distributions with Ir.

Example 4. Let It be a possibility distribution described in the Table [ Then following Definition [3, the
possibility distribution m and me (from Table[3) are compatible with Ir. However, ms is not compatible with

Ir since m3(fg)=.2 & [.5,1]=Ir(fg).
The following defines the concept of interval closure of a set of uncertainty degrees

Definition 6 (Interval closure). Let A be a set of degrees between 0 and 1. We define the interval closure
of A, denoted by IntCl(A), as the smallest (narrowest) interval that contains all the elements of A.



we | Ir(w) we | m(w) | m(w) | m3(w)
fall.51] fg .8 1 .2
fmg | [.7,1] fg 1 .8 1
~fg | [2,.6 Sfg | 5 3 5
—f=g | [.3,.6] —f-g 5 6 6

Table 3: Example of compatible and non compatible possibility distributions.

Example 5. Assume that A is a set defined as follows: A=[.8,.9)U{1} then the closure of A is IntCl(A)=[.8, 1].

Clearly, the interval [.8,1] is the narrowest sub-interval of [0, 1] containing all the values of A.

Let us now first provide a brief reminder of interval-based possibilistic logic bases [27] which allow to
compactly represent interval-based possibility distributions.

3.2 Interval-based possibilistic logic

Contrary to the standard possibilistic logic where the uncertainty is described with single values, interval-
based possibilistic logic uses intervals. We use closed sub-intervals 7C[0, 1] to encode the uncertainty asso-
ciated with formulas or interpretations.

The syntactic representation of interval-based possibilistic logic generalizes the notion of a possibilistic
base to an interval-based possibilistic knowledge base. Formally,

Definition 7. An interval-based possibilistic knowledge base, denoted by IK , is a set of propositional formulas
associated with intervals of certainty degrees:

IK ={(p,I),p € L and I is a closed sub-interval of [0,1]}

In Definition [, €L denotes a formula of a propositional language £. As in standard possibilistic
logic, an interval-based knowledge base IK is also a compact representation of an interval-based possibility
distribution It [6].

Definition 8. Let IK be an interval-based possibilistic base. Then :

I (w) = [T (W), Ir i (w))]

where:
B () = 1 ifV(pe,NeEIK, wlkp
M \W) =19 1 _ max{I : (p,[)EK,wk o} otherwise.

and

Ty~ {1 Yo DEIK, w g
TR\ = 1 —max{L: (p,])€EK,wk @} otherwise.

Given an interval-based possibilistic base IK, we define two particular compatible possibilistic bases IK
and IK by selecting either lower endpoints of intervals or upper endpoints of intervals:

o IK = {((pva) : ((P, [avﬁ])EIK}

o IK={(¢.f): (¢:]0. B €IK}
Example 6. Let IK={(aAb,[.4,.5]),(—aVb,[.3,.9])} be an interval-based possibilistic base. The interval-
based possibility distribution corresponding to IK according to Definition[8 is given in Table [

From the knowledge base IK , we can compute Inc(IK) (with IK ={(aAb, .4), (—aVb,.3)}) which is 0 since
IK is fully consistent.



ab | [1,1
a=b | [.1, .6]
—ab | [.5, .6]

—a-b | [.5, .6]

Table 4: Example of an interval-based distribution induced by an interval-based knowledge base.

This is for the representation part of the interval-based possibilistic setting. The question now is how
to extend the min-based conditioning operator for conditioning interval-valued possibility distributions and
interval-valued possibilistic logic knowledge bases?

4 Conditioning interval-valued possibility distributions

Before presenting our interval-based extension to the min-based possibilistic conditioning, let us first focus
on some natural properties that an interval-based conditioning should satisfy in a possibilistic setting.

4.1 Three natural requirements for the interval-based conditioning

The first natural requirement concerns the degenerate case, namely when each interval Ir(w) contains exactly
one single degree 7(w). The result of the new conditioning procedure should coincide with the result 7 (.|,,¢)
of the original conditioning procedure (Definition[). For each possibility distribution =, by [, ] we denote
its interval-valued representation, i.e., an interval-valued possibility distribution for which, for every wef,
we have Im(w)=[r(w),m(w)]. In these terms, the above requirement takes the following form:

P1. For all 7, ¢CQ and wel, ([7, 7)) (w|p)= [7(w|m®), T(w|m¢P)].
In other terms, let m be any possibility distribution and Ir such that Vw, Ir(w)=[r(w),7(w)]. Then Vo,

In(w|g)=[m(w|m®), T(w|m®)]-

The second requirement is related to the fact that we do not know the exact values 7(w) since we only
have partial information about them. In principle, if we can get some additional information about these
values, then this would lead, in general, to narrower intervals (indeed, the width of an interval captures
the ignorance regarding the exact value of m(w)). Let us define the concepts of meta-specificity between
interval-based possibility distributions:

Definition 9. Let It and Ir’ be two interval-based possibility distributions. Then It is said to be more
meta-specific than Ir', denoted IrCIx’, if Ir(w)CIn'(w) holds for all we

It is reasonable to require that if we have new information about the original values 7(w), this should
help us also to narrow down the corresponding values of conditional distributions:

P2. If It is more meta-specific than Ir’ (namely, IrCIt’) then Ir(.|¢) is more meta-specific than Ir'(.|¢)
(namely, Ir(.|¢) I ([9)).

It is obvious that postulates P1 and P2 are not sufficient to fully characterize the new extension. For
example, we can take ([m, 7])(.|@)=[7(.|m®), 7(.|m¢)] for degenerate interval-valued possibility distributions
and Ir(w|$)=[0,1] for all other Im. To avoid such extensions, it is reasonable to impose the following
minimality condition:

P3. Ir(.|¢) is the narrowest interval-based distribution satisfying P1-P2. Namely, there exist no operation
Im(.|1¢) that satisfies both properties P1-P2 and for which:

o Im(w|1¢) C Ir(w|e) for all Ir, w, and @,



o Im(w|1¢) # Ir(w|p) for some It, w, and ¢.

P3. ensures that Ir(.|¢) computed applying the min-based conditoning on the compatible distributions
cannot be narrowed further using another conditioning operator while satisfying properties P1, P2.

The following theorem provides our first main result where we show that there is only one interval-based
conditioning satisfying P1-P3 and where the interval conditional possibility degree Ir(w|¢) is defined as the
interval closure of the set of all 7(.|,,®), where 7 is compatible with Ir.

Theorem 1. There exists exactly one interval-based conditioning, denoted by Ir(.|,®), that satisfies the
properties P1-P3, and which is defined by: Yw € Q,

In(w|m¢) = IntCl({m(w|me) : m € C(Ir)}) (5)

where IntCl is the interval closure given in Definition [G.

Proof.
1°. We need to prove:

e that this closure Ir(.|,¢) satisfies the properties P1-P3, and

e that every operation Ir(.|¢) that satisfies the properties P1-P3 coincides with the interval closure of

In(\|m ).

2°. One can easily check that Ir(.|,,¢) satisfies the properties P1-P2.

3°. Let us now prove that if an operation Ir(.|¢) satisfies the properties P1-P2, then for every It and ¢,
we have Ir(.|m¢) C In(.|¢).

Then, for every distribution w€C(Ir), we have ([w,7]) C It and thus, due to the postulate P2, we have
([r, 7)) (.|¢) C Ir(.|¢p). By the property P1, we have ([m,7])(w|¢) = [r(w]p),m(w|p)]. Thus, the above
inclusion means that 7(.|¢) € Ir(.|¢).

The interval Ir(w|¢) therefore contains all the values m(w|¢) corresponding to all possible weC(Ir):

{r(w|¢) : m € C(Ir)} C Ir(w|o).

Since the set Im(w|¢) is an interval, it therefore contains, with the set {m(w|¢) : m€C(Ir)}, its interval
closure, i.e., the set Im(w|m¢). Thus, we conclude that Ir(w|m¢) C Ir(w|¢) for all w.
The statement is proven.

4°. We can now prove that Ir(.|,¢) also satisfies the property P3.

Indeed, if there is some other operation |; that satisfies P1 and P2, and for which Ir(w|1¢) C Ir(w|m)
for all w, then, since we have already proven the opposite enclosure in Part 3 of this proof, we conclude that
In(w|1¢) = In(w|m@) for all w, so indeed no narrower conditioning operation is possible.

5°. To complete the proof and show that there is only one solution, let us show that if some Ir(.|¢) satisfies
the properties P1-P3, then it coincides with Ir(.|,,¢).

Indeed, by Part 3 of this proof, we have Ir(w|m®) C Ir(w|¢) for all w. If we had In(w|md) # Ir(w|P)
for some w and ¢, this would contradict the minimality property P3. Thus, indeed, Ir(.|m¢) = Ir(.|¢).
Uniqueness is proven, and so is for the proposition. O

We can now go one step beyond Theorem [Il and provide the exact bounds of intervals associated with

In(\|m ).



4.2 Computing lower and upper endpoints of conditional interval-based possi-
bility distributions

The aim of this section is to compute the lower and upper endpoints of the conditional interval-based
possibility distribution.

Proposition 1. Let It be an interval-based distribution. Then the interval-based conditional distribution,

satisfying P1-P3, is described by In(w|m®)=[Ix(w|m®), Ir(w|me)], such that Ywed:

0 if wgo

In(w|md)=4 1 if Yw'#w, w'€d and In(w)>Ir(w')
Ir(w)  otherwise

and
0 if wgo

In(wlm¢)=q 1 if In(w)>I1(¢),

Ir(w)  otherwise

Let us briefly comment Proposition [[I Let we) be an interpretation. First, for w¢¢, whatever the
considered compatible possibility distribution 7, we have m(w|,,¢)=0. Hence, It(w|,¢$)=[0,0]. Assume now
that w€¢ and Yw'€@, Ir(w)>Ir(w’). This means that whatever is the considered compatible possibility
distribution 7, we have 7(w)>max{m(w): we¢}=II(¢). Hence, m(w|nd)=1 and Ir(w|n¢)=[1,1]. Now, the
last case for determining lower endpoint concerns the case where Jw’€¢ such that Ir(w)<Ir(w'). This means
that there exists a compatible possibility distribution 7 such that 7(w)=1Ir(w)<II(¢), hence 7(w|m¢)=Ir(w)

which is the smallest possible value. Similar reasoning goes for upper endpoints.

Example 7. Let Ir of Table[Q (left side table) be the interval-based possibility distribution that we want
to condition with the new piece of information ¢g=-c. min-based conditional distribution Ir(.|m¢) given in
Table [ (right side table) is obtained using either Proposition [l or Theorem [1. For instance, for w=ab—c,
whatever the considered compatible possibility distribution w, we have 7(ab—c|p) between .1 and 1. Thus, the
interval closure of Im(ab—c|mo)=[.1,1].

weQ | In(w) weQ | Im(wlg)
abe [1,1] abe [0,0]
a—bc [ 4,.6] a—be [0,0]
—abc | [ .3,.6] —abc | [0,0]
—a-be | [ .3,.6] —a-bc | [0,0]
ab—c | [.1,.7] ab—c | [.1,1]
a—b=c | [ .4,.6] a—b-c | [.4,1]
—ab—c | [ .1,.6] —ab-c | [.1,1]
—a—b—c | [ .3,.6] —a=b—c | [ .3, 1]

Table 5: Interval-based distribution I'7 and its conditioned distribution I (.|¢)

5 Syntactic computations of interval-based conditioning

In this section, we provide the syntactic counterpart of the interval-based conditioning presented above.

5.1 Computing conditioned knowledge bases

Given an interval-based possibilistic knowledge base IK and a new evidence ¢, our aim is to compute the
conditional base IK 4 corresponding to conditioning the information encoded in IK with ¢. As illustrated
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in Figure[Il the aim of this subsection is therefore to propose the syntactic characterization of conditioning
such that:
Yw e (), I7T]K(w|m¢) = I7T[K¢ (w),

where Ik, is the interval-based distribution associated with IK 4, and I (| m @) is the result of condition-
ing Imyx using the conditioning operator presented in the previous subsection (Proposition [l or Theorem [II),
and [¢] is the set of models of ¢.

Definition B input=¢
input=¢pJK IT"IK
aim of Theorem [0
this
section

Ir Pefnition It , () — It (.]o)

Figure 1: Conditioning interval-valued possibilistic information at the semantic and syntactic levels

We first need to introduce some notations.

o o= Inc(IK U{(¢,1)}) and 8 = Inc(IK U {(¢,1)}), Intuitively, a and § compute inconsistency degree
intervals resulting from assuming that ¢ is fully true. This offers a characterization of ITI(¢)=1 — 3
and ITI(¢)=1 — a.

e Let w* be a model of {¢ : (¢,I) € IK and I>0}U{¢}. Let IK ,-=IKU{(—w*,[1,1])} be a base
obtained by adding the negation of w*, then we compute y = Inc(IK_,. U {(¢,1)}). Models w of

{t: (¢, 1)€IK and I > 8} are exactly those having Ir(w)=ITI(¢). v computes the second best value
of models of ¢ (since a model w* is excluded from IK') which is very useful for characterizing Ir(w|m).

With the help of these notations, we are now ready to present the third contribution of this paper.

Theorem 2. Let IK be an interval-based knowledge base. Let I7_T]K be its associated possibility_distribution.
Let IK y={(¢, [1, 1)} U {(¢,I) : (¢, )€IK, and I>a} U {(p,[0,1]): (¢, I)€IK, and I<o and I>~}. Then:

Vw, Ingr (wW|m @) = It , (W);

where It (.| m@) is the result of applying min-based interval conditioning on Itk (see Proposition [ and
Theorem 1), and Itk is the interval-based distribution associated with IK 4 using the Definition (8.

The knowledge base IK 4 resulting from conditioning IK with ¢ is composed of three parts:

e The first consists in adding ¢ as a fully certain information, {(¢,[1,1])}. From Definition [§ all worlds
that are outside ¢ (not satisfying ¢) are excluded. This is in accordance with Proposition [I1

e The second part, {(p,I) : (¢, I)€IK, and I>a}, contains a subbase of IK where the intervals are
unchanged. This encodes the third item of definition of Ir(w) and Ir(w) in Proposition [ (recall that
1 —a=M11(¢)).

e The last part encodes exactly the situation where some possibility degrees (in Proposition[I]) are shifted
up to 1. This is reflected in possibilistic knowledge bases by shifting down some certainty degrees to 0.

Indeed, the knowledge base IK 4 is composed of three parts: i) the new sure piece of evidence ¢ associated
with the interval [1,1], ii) the formulas in IK that belong to the consistent part of IK with ¢ (the intervals
associated with this second part are kept unchanged) while iii) the last part, namely formulas in the incon-
sistent part of IK with ¢ will see their intervals changed to allow satisfying the normalization condition at
semantic level. Recall that to ensure a possibility degree of 1 at the semantic level, the insconsistency degree
of at least one compatible base should be 0.
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Proof. In order now to prove the theorem we have to show that VweQ, Injx, =Inx (.|m[¢]). First note that
if an interpretation w is not a model of ¢, then by definition we have:

Ik, (w) = Imi (wlm[¢]) = [0, 0]

This is explained by the presence of (¢,[1,1]) in IK 4.
Now, for wkE=¢, we have two distinct cases:

e The case where w falsifies a formula from: {(p,I) : (p,I)€IK, and I>a} then:
I, (W) = 1-max{I : (p,I)€IK and I[>a}.
= 1-max{[l : (p,I)€IK and I[>Inc(IK U {(¢,1)})}
= 1l-max{I : (p,I)€IK and I>1-IT1([¢])}
= 1—max{I (p,I)€IK and 1-I<III([¢])}
= Ir(w) if In(w)<II([¢])
= I_WJK(W|m[ ])-

Inik,(w) = 1-max{I : (p,I)€IK and I>a}.
= l-max{[l: (p,])€IK and I>Inc(IK U {(¢,1)})}
= 1l-max{I : (p,I)€IK and I>1-ITI([¢])}
= 1—max{I (p,I)€IK and 1-I<III([¢])}
)

E(w) Fj(w
= IWIK(w|m[ ])-

<II([¢])

e The case where w falsifies a formula from: {(¢,[0,1]) : (¢, )€IK, and I<a and I>~v} then:
As v computes the second best value of models of ¢, for this proof, we use secondbest(IK) to determine
~ and secondbest(IK) = 1—secondbest(Ir k).
In g, (w) = 1-max{I : (p,I)€IK and I<a and I>~}
= l-max{I : (p,])€IK and I<Inc(IK U {(¢,1)}) and I>secondbest(IK)}
= 1-max{I : (¢,I)€IK and I<1—ITI([¢]) and I>1—secondbest(Iry)}
= 1-max{[ : (p,I)€IK and 1—I>ITI([¢]) and 1—I<secondbest(Irx)}
= Ir(w) if In(w)>I1([¢]) and Ir(w)<secondbest(Ir )
= In 1 (w|m[9])-

Inik,(w) = 1-max{0: (¢,I)€IK and I<a and I>~}.
= 1-max{0: (p, 1) €IK and I<Inc(IK U {(¢,1)}) and I>secondbest(IK)}
= 1-max{0: (p,I)€IK and I<1—-III([¢]) and I>1—secondbest(Irx)}
= 1-max{0: (p,I)€IK and 1-I>IT1([¢]) and 1—I>secondbest(Ir)}
=1 if In(w)>I1([¢]) and Ir(w)<secondbest(Irx)

= T (Wlmle]).

Let us see an example to illustrate Theorem 21

Example 8. Let IK be an interval-based possibilistic knowledge base such that IK={(aNb, |4, .6]), (a,[0,.7]),
(ev—b,[.3,.9])}. The associated interval-based possibility distribution e (using Definition [8) is the same
as the one given in Table[Al Let ¢=—c (and ¢p=[¢] the set of models of —c) be the new evidence. For the
computation of IK 4, let us first compute the values of o, 8 and . Then, we have: a=Inc({(anb,.6), (a,.7),
(ev=b,.9), (-, 1) })=.6, f=Inc({(aNd, .4),(a,0), (cV-bd,.3),(-c,1)})=.3 and y=4.

Hence, according to Theoreml[2, the result of conditioning IK by ¢ is given by: IK y3={(anb, [0, .6]), (a, [0,.7]),
(ev=b,10,.9]), (—e, [1,1]))}. And if we compare with Example[7, where the distribution In(.|,¢) is conditioned
according to Proposition [l then the associated interval-based distribution to IK 4 is exactly the same. Hence,
Theorem [D indeed provides a compact encoding of the conditioning procedure.
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The following proposition gives the computational complexity of conditioning an interval-based possi-
bilistic knowledge base IK according to Theorem [2

Proposition 2. Let IK be an interval-based possibilistic knowledge base and ¢ be the new evidence. Let
IK 4 be an interval-based possibilistic knowledge base computed according to Theorem[2 Then IK 4 have the
same size as IK and computing IK 4 is in O(logy(m).SAT) where SAT is a satisfiability test of a set of
propositional clauses and m is the number of different weights in IK and IK.

Clearly, once the parameters «, 3, v are computed, computing IK 4 from {IK, ¢, o, 3, v} is straightforward
and it is done in linear time. Indeed, computing «, 8, v mainly comes down to compute the inconsistency
degrees of IK and IK. This needs log,(m) calls to a SAT solver exactly as in standard possibilistic logic [3].
Hence, the syntactic counterpart of conditioning an interval-based possibilistic base has exactly the same
computational complexity as computing the min-based conditioning of a standard possibilistic base.

6 Concluding remarks and discussions

This paper addressed the issue of conditioning in a qualitative interval-based possibilistic setting. The
interval-based extension of the standard possibilistic setting offers a flexible model for encoding multiple
source information. However, no form of qualitative conditioning has been proposed in this framework. This
work fills this gap by proposing an efficient extension of the min-based conditioning to the interval-based
setting. Three main contributions are presented:

i) A set of three natural postulates P1-P3 ensuring that any interval-based conditioning satisfying these
three postulates is necessarily based on min-based conditioning the set of compatible standard possibil-
ity distributions. The first postulate P1 aims to recover the standard min-based conditioning in case
where all the intervals contain singleton values (all lower endpoints coincide with upper endpoints).
The second postulate P2 captures a kind of meta-specificity regarding conditioning interval-based sets
of beliefs while the third postulate P3 aims to ensure a minimality condition.

ii) Efficient procedures to compute the lower and upper endpoints of the conditional interval-based pos-
sibility distribution. Such procedures exclude any state of the world that is inconsistent with the
new evidence in hand and perform some kind of normalization based on the concept of compatible
possibility distribution without generating the whole set of compatible distributions.

iii) A syntactic counterpart of conditioning interval-based possibilistic bases. This counterpart performs
some tests and does some modifications on the formulas of the original knowledge base such that the
new evidence is integrated with a certainty degree of 1. This ensures the same result as if the knowledge
base were conditioned at the semantic level.

Interestingly enough, the syntactic counterpart has the same complexity as conditioning standard pos-
sibilistic knowledge bases. More precisely, conditioning an interval-based possibilistic knowledge base does
not require extra computational cost compared with conditioning a standard possibilistic base.

Our approach can be applied in many applications, especially when dealing with multiple sources or
imprecise qualitative information. The approach is appealing since it allows a compact representation of
knowledge while the conditioning operation is performed in time complexity equivalent to conditioning a
standard possibilistic knowledge base. Indeed, the proposed approach generalizes the standard qualitative
possibilistic conditioning and allows to update the current knowledge a syntactic way without any extra cost
compared to conditioning standard possibilistic knowledge bases.

In [7], a set of seven postulates IC1-IC7 have been proposed for product-based conditioning (which is
another form of conditioning in a standard but quantitative possibility theory, see Equation ). To relate
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our postulates P1-P3 to postulates IC1-IC7, note that IC1-IC7 use the product-based operator while
P1-P3 use the min-based conditioning. Now, if P1 is replaced by P’1 stating that:

P’1 Vr, ¢ CQ and weQ, ([r, 7)) (w|d) = [1(w]«d), m(w|.@)]. (6)

Then we can show that an interval-based conditioning that satisfies P’1, P2, P3 necessarily satisfies IC1—
IC7 but the converse is false. Indeed, as pointed out in [7], using the unique conditioning satisfying properties
IC1-IC7 may lead in some situations to discontinuous intervals if we rely on the min-based conditioning.

In [12] 13} [T4], the authors deal with some issues like inference and conditioning in a possibilistic setting
where the available knowledge consists in a set of conditional events. In particular, the authors deal with
such issues using different ¢-norms including the min-based operator. While they refer to classes of condi-
tional possibility measures, there is no reference to interval-based possibility distributions or interval-based
knowledge bases as representations encoding the available knowledge. The current paper proposes the first
min-based conditioning operator for interval-based possibilistic knowledge bases.

Recently, in [37], we proposed a set-valued extension to possibility theory. We provide a characterization
of set-valued possibilistic logic bases and set-valued possibility distributions in terms of compatible possi-
bilistic logic bases and compatible possibility distributions respectively. The main difference between the
interval-based representation proposed in this paper and the set-based one in [37] is that summarizing a set
of knowledge bases (resp. a set of possibility distributions) within an interval-based knowledge base (resp.
interval-based possibility distribution) incurs more information loss. However, both representations are non
trivial and guarantee that the semantics given to the interval-based/set-based representation in terms of
compatible bases/distributions contains the initial knowledge bases or possibility distributions. Moreover,
the interval-based representation requires less computations when it comes to reasoning and conditioning.

As a future work, we will address conditioning in another form of compact representations of interval-
based possibility distributions which are interval-based possibilistic networks [3§].

References

[1] S. De Clercq, S. Schockaert, A. Nowé, M. De Cock, Multilateral negotiation in boolean games with
incomplete information using generalized possibilistic logic, in: Proceedings of the T'wenty-Fourth In-
ternational Joint Conference on Artificial Intelligence, IJCAI 2015, Buenos Aires, Argentina, July 25-31,
2015, 2015, pp. 2890-2896.

[2] D. Dubois, H. Prade, S. Schockaert, Generalized possibilistic logic: Foundations and applications to qualitative reasonin
Artificial Intelligence 252 (Supplement C) (2017) 139 - 174.
doi:https://doi.org/10.1016/j.artint.2017.08.001.

URL http://www.sciencedirect.com/science/article/pii/S0004370217300875

[3] J. Lang, Possibilistic logic: complexity and algorithms , in: J. Kohlas, S. Moral (Eds.), Algorithms for
Uncertainty and Defeasible Reasoning, Vol. 5, Kluwer Academic Publishers, 2001, pp. 179-220.

[4] D. Dubois, H. Prade, Generalized possibilistic logic, in: S. Benferhat, J. Grant (Eds.), Scalable Uncer-
tainty Management, Vol. 6929 of Lecture Notes in Computer Science, Springer Berlin Heidelberg, 2011,
pp. 428-432./do1:10.1007/978-3-642-23963-2_33|

[5] P. Dellunde, L. Godo, E. Marchioni, Extending possibilistic logic over godel logic, Int. J. Approx.
Reasoning 52 (1) (2011) 63-75.

[6] S.Benferhat, J. Hué, S. Lagrue, J. Rossit, Interval-based possibilistic logicl, in: IJCAI 2011, Proceedings
of the 22nd International Joint Conference on Artificial Intelligence, Barcelona, Catalonia, Spain, July

14


http://www.sciencedirect.com/science/article/pii/S0004370217300875
http://dx.doi.org/https://doi.org/10.1016/j.artint.2017.08.001
http://www.sciencedirect.com/science/article/pii/S0004370217300875
http://dx.doi.org/10.1007/978-3-642-23963-2_33
http://ijcai.org/papers11/Papers/IJCAI11-132.pdf

16-22, 2011, 2011, pp. 750-755.
URL http://ijcai.org/papersll/Papers/IJCAI11-132.pdf

[7] S. Benferhat, A. Levray, K. Tabia, V. Kreinovich, Compatible-based conditioning in interval-based
possibilistic logic, in: Proceedings of the Twenty-Fourth International Joint Conference on Artificial
Intelligence, IJCAI 2015, Buenos Aires, Argentina, July 25-31, 2015, 2015, pp. 2777-2783.

[8] S.Benferhat, H. Prade, Encoding formulas with partially constrained weights in a possibilistic-like many-
sorted propositional logic, in: IJCAI-05, Proceedings of the Nineteenth International Joint Conference
on Artificial Intelligence, Edinburgh, Scotland, UK, July 30-August 5, 2005, 2005, pp. 1281-1286.

[9] C. Cayrol, D. Dubois, F. Touazi, Symbolic Possibilistic Logic: Completeness and Inference Methods
(regular paper), in: T. Denoeux, S. Destercke (Eds.), European Conference on Symbolic and Quantita-
tive Approaches to Reasoning with Uncertainty (ECSQARU), Compieégne, 15/07/2015-17/07/2015, no.
9161 in LNAI, Springer, 2015, pp. 485-495.

[10] A. Belhadi, D. Dubois, F. Khellaf-Haned, H. Prade, Multiple agent possibilistic logic, Journal of Applied
Non-Classical Logics 23 (4) (2013) 299-320.

[11] D. Dubois, J. Lang, H. Prade, Timed possibilistic logic, Fundam. Inform. 15 (3-4) (1991) 211-234.

[12] G. Coletti, D. Petturiti, Finitely maxitive t-conditional possibility theory: Coherence and extension,
Int. J. Approx. Reasoning 71 (2016) 64-88.|do1:10.1016/7.17ar.2016.01.006.
URL [http://dx.doi.org/10.1016/3.17ar.2016.01.006

[13] G. Coletti, D. Petturiti, Finitely maxitive conditional possibilities, bayesian-like inference, disintegrability and conglome
Fuzzy Sets and Systems 284 (2016) 31-55.|[do1:10.1016/7.£fss.2015.09.025.
URL http://dx.doi.org/10.1016/73.£ss.2015.09.025

[14] G. Coletti, D. Petturiti, B. Vantaggi, /Coherent t-conditional possibility envelopes and nonmonotonic reasoning,
in: Information Processing and Management of Uncertainty in Knowledge-Based Systems - 15th Inter-
national Conference, IPMU 2014, Montpellier, France, July 15-19, 2014, Proceedings, Part III, 2014,
pp. 446-455.|do1:10.1007/978-3-319-08852-5_44l
URL http://dx.doi.org/10.1007/978-3-319-08852-5_46

[15] D. Dubois, H. Prade, S. Schockaert, |Stable models in generalized possibilistic logic, in: Principles of
Knowledge Representation and Reasoning: Proceedings of the Thirteenth International Conference,
KR 2012, Rome, Italy, June 10-14, 2012, 2012.

URL http://www.aaal.org/ocs/index.php/KR/KR12/paper/view/4500

[16] T. Fan, C. Liau, A logic for reasoning about justified uncertain beliefs, in: Proceedings of the Twenty-
Fourth International Joint Conference on Artificial Intelligence, IJCAI 2015, Buenos Aires, Argentina,
July 25-31, 2015, 2015, pp. 2948-2954.

URL http://ijcai.org/Abstract/15/417

[17] H. Nguyen, V. Kreinovich, How to fully represent expert information about imprecise properties in a
computer system: random sets, fuzzy sets, and beyond: an overview, International Journal of General
Systems 43 (6) (2014) 586-609.

[18] D. Dubois, Possibility theory and statistical reasoning, Computational Statistics and Data Analysis 51
(2006) 47-69.

[19] E. Hisdal, Conditional possibilities independence and non interaction, Fuzzy Sets and Systems (1978)
283-297.

[20] J. H. L.M. De Campos, S. Moral, Possibilistic independence, Proceedings of EUFIT 95 1 (1995) 69-73.

15


http://ijcai.org/papers11/Papers/IJCAI11-132.pdf
http://dx.doi.org/10.1016/j.ijar.2016.01.006
http://dx.doi.org/10.1016/j.ijar.2016.01.006
http://dx.doi.org/10.1016/j.ijar.2016.01.006
http://dx.doi.org/10.1016/j.fss.2015.09.025
http://dx.doi.org/10.1016/j.fss.2015.09.025
http://dx.doi.org/10.1016/j.fss.2015.09.025
http://dx.doi.org/10.1007/978-3-319-08852-5_46
http://dx.doi.org/10.1007/978-3-319-08852-5_46
http://dx.doi.org/10.1007/978-3-319-08852-5_46
http://www.aaai.org/ocs/index.php/KR/KR12/paper/view/4500
http://www.aaai.org/ocs/index.php/KR/KR12/paper/view/4500
http://ijcai.org/Abstract/15/417
http://ijcai.org/Abstract/15/417

[21]

[22]

23]

D. Dubois, H. Prade, Possibility theory and its applications: a retrospective and prospective view, in:
Decision Theory and Multi-Agent Planning, Vol. 482, Springer Vienna, 2006, pp. 89-109.

P. Fonck, A comparative study of possibilistic conditional independence and lack of interaction, Inter-
national Journal of Approximate Reasoning 16 (2) (1997) 149-171.

D. Dubois, H. Prade, Bayesian conditioning in possibility theory, Fuzzy Sets and Systems 92 (2) (1997)
223 — 240, fuzzy Measures and Integrals.
URL http://www.sciencedirect.com/science/article/pii/S0165011497001723

B. De Baets, E. Tsiporkova, R. Mesiar, Conditioning in possibility theory with strict order norms, Fuzzy
Sets and Systems 106 (2) (1999) 221 — 229.

G. de Cooman, Integration and conditioning in numerical possibility theory, Annals of Mathematics
and Artificial Intelligence 32 (1) 87-123.

Y .-T. Hsia, Possibilistic conditioning and propagation, in: Proceedings of the Tenth International Con-
ference on Uncertainty in Artificial Intelligence, UAI'94, Morgan Kaufmann Publishers Inc., San Fran-
cisco, CA, USA, 1994, pp. 336-343.

S. Benferhat, C. Da Costa Pereira, A. Tettamanzi, [Syntactic Computation of Hybrid Possibilistic Conditioning under Un
in: IJCAI, AAAI Beijing, China, 2013, p. 6822.
URL https://hal.archives—ouvertes.fr/hal-00905935

D. Dubois, H. Prade, The logical view of conditioning and its application to possibility and evidence theories)
Int. J. Approx. Reasoning 4 (1) (1990) 23-46. [doi:10.1016/0888-613X(90) 90007-0.
URL http://dx.doi.org/10.1016/0888-613X(90) 90007-0

D. Dubois, J. Lang, H. Prade, Timed possibilistic logic, Fundam. Inform. 15 (3-4) (1991) 211-234.

D. Dubois, H. Prade, Possibility theory and its applications: Where do we stand?, in: J. Kacprzyk,
W. Pedrycz (Eds.), Springer Handbook of Computational Intelligence, Springer Berlin Heidelberg, 2015,
pp. 31-60. doi:10.1007/978-3-662-43505-2_3.

L. A. Zadeh, Fuzzy sets as a basis for a theory of possibility, Fuzzy Sets Syst. 100 (1999) 9-34.
D. Dubois, H. Prade, Possibility theory, Plenium Press, New-York, 1988.
R. Yager, Fuzzy Set and Possibility Theory: Recent Developments, Pergamon Press, New York, 1982.

C. Borgelt, R. Kruse, Learning possibilistic graphical models from data, Fuzzy Systems, IEEE Trans-
actions on 11 (2) (2003) 159-172.

G. Shafer, A Mathematical Theory of Evidence, Princeton University Press, Princeton, 1976.

D. Dubois, On various ways of tackling incomplete information in statistics, Int. J. Approx. Reasoning
55 (7) (2014) 1570-1574.

S. Benferhat, A. Levray, K. Tabia, V. Kreinovich, Set-valued conditioning in a possibility theory setting,
in: ECAI, Vol. 285 of Frontiers in Artificial Intelligence and Applications, IOS Press, 2016, pp. 604—612.

S. Benferhat, S. Lagrue, K. Tabia, Interval-based possibilistic networks, in: SUM’14: Scalable Uncer-
tainty Management conference, Vol. 8720 of Lecture Notes in Computer Science, Springer, 2014, pp.
37-50.

16


http://www.sciencedirect.com/science/article/pii/S0165011497001723
http://www.sciencedirect.com/science/article/pii/S0165011497001723
https://hal.archives-ouvertes.fr/hal-00905935
https://hal.archives-ouvertes.fr/hal-00905935
http://dx.doi.org/10.1016/0888-613X(90)90007-O
http://dx.doi.org/10.1016/0888-613X(90)90007-O
http://dx.doi.org/10.1016/0888-613X(90)90007-O
http://dx.doi.org/10.1007/978-3-662-43505-2_3

	Introduction
	Brief reminder on possibility theory and possibilistic logics
	Possibility distributions
	Conditioning a possibility distribution
	Possibilistic logic knowledge bases

	Interval-based extension of possibilistic logic
	Interval-based possibility distributions
	Interval-based possibilistic logic

	Conditioning interval-valued possibility distributions
	Three natural requirements for the interval-based conditioning
	Computing lower and upper endpoints of conditional interval-based possibility distributions

	Syntactic computations of interval-based conditioning
	Computing conditioned knowledge bases

	Concluding remarks and discussions

