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Abstract

We construct a Gysin sequence associated to any smoothS
3
-action on a smooth manifold.

Given a semi-free smooth actionΦ : S
3
× M → M, we have the Gysin sequence1:

· · · // H
i
(M)

2© // H
i−3

(
M/S

3
,MS

3
)

3© // H
i+1

(
M/S

3
) 1© // H

i+1
(M) // · · · ,

where the morphism1© is induced by the natural projectionπ : M → M/S
3
, the morphism2© is induced

by the integration along the fibers ofπ and the morphism3© is the multiplication by theEuler class
[e] ∈ IH

4

4

(
M/S

3
)

(cf. [4]).

The main goal of this work is to extend this result to any smooth action ofS
3
. We obtain the following

Gysin sequence (cf. Theorem4.4and paragraph 4.5)

· · · // H
i
(M)

2© // H
i−3

(
M/S

3
,Σ/S

3
)
⊕

(
H

i−2
(
MS

1
))−Z2 3© // H

i+1
(
M/S

3
) 1© // H

i+1
(M) // · · ·

whereΣ is the subset of points ofM whose isotropy group is not finite, theZ2-action is induced by the
product by j ∈ S

3
and (−)−Z2 denotes the subspace of antisymmetric elements (cf. (11)).

The organization of the work is as follows.

1. Thom-Mather’s structure. Description of the singular manifolds arising from the action.
2. Verona’s differential forms. Computation of the real cohomology of singular manifolds by

using differential forms.
3. Decomposition of a differential form. Writing of a differential form in terms of characteristic forms

and horizontal forms.
4. The Gysin sequence. Main result of this work.
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Fédération CNRS Nord-Pas-de-Calais FR 2956. Faculté des Sciences Jean Perrin. Rue Jean Souvraz, S.P. 18. F-62 300
LENS, FRANCE.saralegi@euler.univ-artois.fr.

1In this work,H
∗

(X) stands for the singular cohomology of the spaceX with real coefficients.
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In the sequelM is a connected, second countable, Haussdorff, without boundary and smooth (of class
C∞) manifold. We fix a smooth actionΦ : S

3
× M → M.

1. Thom-Mather structure. There are three possibilities for the dimension of the isotropy subgroup2

S
3

x of a pointx ∈ M, namely: 0,1 and 3. So, we have thedimension type filtration

F =
{
x ∈ M

∣∣∣ dimS
3

x = 3
}
⊂ Σ =

{
x ∈ M

∣∣∣ dimS
3

x ≥ 1
}
⊂ M =

{
x ∈ M

∣∣∣ dimS
3

x ≥ 0
}
.

In this section, we describe the geometry of the triple (M,Σ, F). The subsetΣ is not necessarily a man-

ifold, but subsetsF = MS
3

, Σ\F =
{
x ∈ M

∣∣∣ dimS
3

x = 1
}

andM\Σ =
{
x ∈ M

∣∣∣ dimS
3

x = 0
}

are proper
invariant submanifolds3 of M. So we can find two invariant tubular neighborhoods inM: τ0 : T0 → F
andτ1 : T1 → Σ\F. Over each connected component the structural group is the orthogonal group. Asso-
ciated to these tubular neighborhoods we have the followingmaps (k = 0, 1):

 Theradius mapνk : Tk → [0,∞[, defined fiberwiselly byu 7→ ‖u‖. It is an invariant smooth map.

 The dilatation map∂k : [0,∞[×Tk → Tk, defined fiberwiselly by (t, u) 7→ t · u. It is a smooth
equivariant map.

The family of tubular neighborhoodsTM = {T0,T1} is aThom-Mather systemwhen:

(TM)

{
τ0 = τ0◦τ1

ν0 = ν0◦τ1

}
on T0 ∩ T1 = τ

−1
1 (T0 ∩ (Σ\F)).

Lemma 1.1 Thom-Mather systems exist.

Proof. We fix an invariant tubular neighborhoodτ0 : T0 → F. It exists sinceF is an invariant closed
submanifold ofM. Since the isotropy subgroup of any point ofF is the wholeS

3
, we can find4 an atlas

A =
{
ϕ : U × R

n
→ τ−1

0 (U)
}

of τ0, havingO(n) as structural group, and an orthogonal actionΨ : S
3
×

R
n→ Rn such that

(1) ϕ(x,Ψ(g, v)) = Φ(g, ϕ(x, v)) ∀x ∈ U,∀v ∈ Rn and∀g ∈ S
3
.

We writeτ′0 : S0→ F the restriction ofτ0, whereS0 is the submanifoldν−1
0 (1). It is a fiber bundle. The re-

strictionτ′′0 : (S0∩(Σ\F)) → F is also a fiber bundle whose induced atlas isA′′ =
{
ϕ : U × S

n−1

Σ
→ τ′′0

−1(U)
}
,

whereS
n−1

Σ
=

{
w ∈ S

n−1
∣∣∣ dimS

3

w = 1
}
.

The mapL0 : T0\F → S0×]0,∞[, defined byL0(x) =
(
∂0

(
ν0(x)−1, x

)
, ν0(x)

)
, is an equivariant dif-

feomorphism. UnderL0:
 the mapτ0 becomes (y, t) 7→ τ′0(y),

 the mapν0 becomes (y, t) 7→ t, and

 the manifoldT0 ∩ (Σ\F) becomes (S0 ∩ (Σ\F))×]0,∞[.
Since the structural group ofτ′0 is a compact Lie group, condition (1) allows us to construct an

invariant Riemannian metricµ0 on S0 such that the fibers ofτ′0 are totally geodesic submanifolds and
(T(S0 ∩ (Σ\F)))⊥ ⊂ ker

(
τ′0

)
∗
. Then, if we consider the associated tubular neighborhoodτ′1 : T′1 →

S0 ∩ (Σ\F) we haveτ′0 ◦ τ
′
1 = τ

′
0.

We can construct now an invariant Riemannian metricµ on M\F such that underL0:
 the metricµ becomesµ0 + dr2 onS0×]0,∞[.

2We refer the reader to [2] for the notions related with compact Lie group actions, such as isotropy, invariant tubular
neighborhoods,. . .

3In fact, these manifolds may have connected components whith different dimensions.
4For each connected component ofF.
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We consider the associated tubular neighborhoodτ1 : T1 → Σ\F. Verification of the property (TM) must
be done onT0 ∩ T1, where usingL0, we get:
 T0 ∩ T1 becomesT′1×]0,∞[.

 τ1 becomes (y, t) 7→ (τ′1(y), t).
A straightforward calculation gives (TM) and ends the proof. ♣

We fix a such systemTM. For eachk ∈ {0, 1}, we shall writeDk ⊂ M the open subsetν−1
k ([0, 1[) and

call it thesoulof the tubular neighborhoodτk. We shall write∆0 = D0 ∩ Σ.

2. Verona’s differential forms. As it is shown in [5], the singular cohomology ofM (resp.Σ) can be
computed by using differential forms onM\Σ (resp.Σ\F). These are the controlled differential forms,
the tool we use in this work. The complex ofcontrolled forms(or Verona’s forms) of M andΣ is defined
by

Ω
∗

V
(M) =


ω ∈ Ω

∗

(M\Σ)
∣∣∣ ∃ω1 ∈ Ω

∗

(Σ\F) andω0 ∈ Ω
∗

(F) with



(a) τ∗1ω1 = ω on D1\Σ

(b) τ∗0ω0 = ω on D0\Σ

(c) τ∗0ω0 = ω1 on∆0\F




.

Ω
∗

V
(Σ) =

{
γ ∈ Ω

∗

(Σ\F)
∣∣∣ ∃γ0 ∈ Ω

∗

(F) with τ∗0γ0 = γ on∆0\F
}
.

Following [5] we know that the cohomology of the complexΩ
∗

V
(M) (resp.Ω

∗

V
(Σ)) is the singular coho-

mologyH
∗

(M) (resp.H
∗

(Σ)). We also have the complexes ofrelative controlled forms: Ω
∗

V
(M,Σ) = {ω ∈

Ω
∗

V
(M)

∣∣∣ ω1 ≡ 0} andΩ
∗

V
(Σ, F) = {γ ∈ Ω

∗

V
(Σ)

∣∣∣ γ0 ≡ 0}.

SinceM is a manifold, controlled forms are in fact differential forms.

Lemma 2.1 Any controlled form of M is the restriction of a differential form of M.

Proof. First, we construct a sectionσ of the restrictionρ : Ω
∗

V
(M)→ Ω

∗

V
(Σ) defined byρ(ω) = ω1. Let us

consider a smooth functionf : ]0,∞[→ [0, 1] verifying f ≡ 0 on [3,∞[ and f ≡ 1 on ]0, 2]. Notice that
the compositionsf ◦ν0 : M → [0, 1] and f ◦ν1 : M\F → [0, 1] are smooth invariant maps. So, for each
γ ∈ Ω

∗

V
(Σ) we have

(2) σ(γ) = ( f ◦ν0) · τ
∗
0γ0 + (1− ( f ◦ν0)) · ( f ◦ν1)τ

∗
1γ ∈ Ω

∗

(M).

This differential form is a controlled form since

(a) Since (f ◦ν1) ≡ 1 onD1, ( f ◦ν0) ≡ 0 onM\T0 and (TM) then we have

σ(γ) = ( f ◦ν0) · τ
∗
1τ
∗
0γ0 + (1− ( f ◦ν0)) · τ

∗
1γ = τ

∗
1

(
( f ◦ν0) · τ

∗
0γ0 + (1− ( f ◦ν0)) · γ

)

on D1\Σ. This gives (σ(γ))1 = ( f ◦ν0) · τ∗0γ0 + (1 − ( f ◦ν0)) · γ. Sinceτ∗0γ0 = γ on∆0\F then
(σ(γ))1 = ( f ◦ν0) · γ + (1− ( f ◦ν0)) · γ = γ.

(b) Since (f ◦ν0) ≡ 1 onD0 then we haveσ(γ) = τ∗0γ0 on D0\Σ. This gives (σ(γ))0 = γ0.

(c) We have (σ(γ))1 = γ = τ
∗
0γ0 = τ

∗
0(σ(γ))0 on∆0\F.

This mapσ is a section ofρ sinceρ(σ(γ)) = (σ(γ))1 = γ.

In particular,ρ(ω − σ(ρ(ω))) = 0 for eachω ∈ Ω
∗

V
(M). Asσ(ρ(ω)) ∈ Ω

∗

(M) (cf. (2)) and coincides
with ω in the open set (D0 ∪ D1)\Σ we conclude thatω can be extended toM. ♣

2.2. Remark. Notice that the original germ-like definition of Verona’s differential forms (cf. [5]) is
slightly different from ours. Our Verona forms are more rigid in a fixed neighborhood of the stratum,
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which will prove useful enough, as we use tools like excisionand retraction. Of course, we prove in the
Appendix that the cohomologies of our Verona complexes are the ordinary ones, like happens in [5].

2.3. Invariant forms. Denote byX
Φ
(M) the subbundle ofT M formed by the vector fields ofM tangent

to the orbits ofΦ. A controlled formω of M is aninvariant formwhen

LXω = 0

for eachX ∈ X
Φ
(M) of the actionΦ. The complex of invariant forms is denoted byΩ

∗

V
(M). The inclusion

Ω
∗

V
(M) ֒→ Ω

∗

V
(M) induces an isomorphism in cohomology. This a standard argument based on the fact

thatS
3

is a connected compact Lie group (cf. [3, Theorem I, Ch. IV, vol. II]). So,

(3) H
∗
(
Ω

.

V
(M)

)
= H

∗
(
Ω

.

V
(M)

)
= H

∗

(M).

2.4. Basic forms. A controlled formω of M is abasic formwhen

iXω = iXdω = 0

for eachX ∈ X
Φ
(M). The complex of the basic forms is denoted byΩ

∗

V

(
M/S

3
)
. In this work, we shall

use the following relative versions of this complex:Ω
∗

V

(
M/S

3
,Σ/S

3
)
= Ω

∗

V

(
M/S

3
)
∩Ω

∗

V
(M,Σ), as well as

Ω
∗

V

(
Σ/S

3
, F

)
= Ω

∗

V

(
Σ/S

3
)
∩Ω

∗

V
(Σ, F).

Lemma 2.5

H
∗
(
Ω
·

V

(
M/S

3
))
= H

∗
(
M/S

3
)

and H
∗
(
Ω
·

V

(
M/S

3
,Σ/S

3
))
= H

∗
(
M/S

3
,Σ/S

3
)
.

Proof. See Appendix. ♣

3. Decomposition of a differential form. PutN = M\Σ which is an invariant open subset ofM. We
denote byΦN : S

3
× N → N the restriction ofΦ. It is analmost free action.5

We denote bysu(2) the Lie algebra ofS
3
. We fix {u1, u2, u3} a basis ofsu(2) with [u1, u2] = u3,

[u2, u3] = u1 and [u3, u1] = u2. We denote byXu ∈ XΨ(N) the fundamental vector fieldassociated to
u ∈ su(2). The mapX : su(2)→ X

ΦN
(N), defined byu 7→ Xu, is a Lie algebra morphism. For the sake of

simplicity, we shall putXui = Xi for i = 1, 2, 3.
We endowN with a S

3
-invariant Riemannian metricµ0, which exists because of the compactness

of S3. We also fix a bi-invariant Riemannian metricν on the Lie groupS
3
. Consider now theµ0-

orthogonalS
3
-invariant decompositionTN = ker(πN)∗ ⊕ ξ, whereπN : N → N/S

3
is the canonical

projection (a submersion). Since the actionΦN is almost free then, for each pointx ∈ N, the family
{X1(x),X2(x),X3(x)} is a basis of ker(πN)∗. We define theS

3
-Riemannian metricµ on N by putting

µ(w1,w2) =



µ0(w1,w2) if w1,w2 ∈ ξ

0 if w1 ∈ ξ,w2 ∈ ker(πN)∗
ν(u, v) if w1 = Xu(x),w2 = Xv(x)

We denote byχu = iXuµ ∈ Ω
1
(N) the characteristic formassociated tou ∈ su(2). For the sake of

simplicity, we shall putχui = χi for i = 1, 2, 3. Since

(4) χ j(Xi) = µ(Xi ,X j) = ν(ui, u j) = δi j

5All the isotropy subgroups are finite groups.
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then the characteristic formsχ1, χ2 andχ3 do not vanish at any point ofN.
Applying the well-known equality of operators

(5) LAiB = iBLA + i [A,B], ∀A, B ∈ X(M)

to the metricµ, we obtainLXu
χv = χ[u,v] ∀u, v ∈ su(2). In particular:

(6)
LX1

χ1 = LX2
χ2 = LX3

χ3 = 0, LX1
χ2 = −LX2

χ1 = χ3

LX1
χ3 = −LX3

χ1 = −χ2 LX2
χ3 = −LX3

χ2 = χ1.

A differential formω ∈ Ω
∗

(N) is horizontalwhen iXuω = 0 for eachu ∈ su(2). All the differential
forms of N can be expressed in terms of horizontal and characteristic forms. In fact, each differential
formω ∈ Ω

∗

(N) possesses a unique writing,

ω = 0ω +

3∑

p=1

χp ∧ pω +
∑

1≤p<q≤3

χp ∧ χq ∧ pqω + χ1 ∧ χ2 ∧ χ3 ∧ 123ω,

where the coefficients
•
ω are horizontal forms ofΩ

∗

(N) (cf. (4)). This is thecanonical decompositionof
ω. For example, we have:

(7)



dβ = 0(dβ) + χ1 ∧ LX1
β + χ2 ∧ LX2

β + χ3 ∧ LX3
β

dχ1 = e1 − χ2 ∧ χ3

dχ2 = e2 + χ1 ∧ χ3

dχ3 = e3 − χ1 ∧ χ2

whereβ ∈ Ω
∗

(N) is a horizontal form.
ConsiderU ⊂ N an equivariant open subset. Ifω ∈ Ω

∗

(N,U) then the coefficients of its canonical
decomposition also belong toΩ

∗

(N,U).

4. The Gysin sequence.The starting point for the construction of the Gysin sequence associated toΦ
is the inclusionI : Ω

∗

V

(
M/S

3
)
֒→ Ω

∗

V
(M). It is a well defined differential operator since every basic form

is invariant. Associated to this operator we have the long exact sequence

· · · // H
i
(M)

2© // H
i−3

(Coker I )
3© // H

i+1
(
M/S

3
) 1© // H

i+1
(M) // · · · ,

where we have performed the substitutions of (3) and Lemma2.5. The operator1© is justπ∗ (cf. 5.6).
This is theGysin sequence.

It remains to compute the cohomology of the quotient6 Coker I =
Ω
∗

V
(M)

Ω
∗

V

(
M/S3

) . For that purpose we

consider the integration operator:
>

: Coker I −→ Ω
∗−3

V

(
M/S

3
,Σ/S

3
)
,

given by:
>

(< ω >) = (−1)degω iX3
iX2

iX1
ω.

It is a well defined differential operator since

6An element of this quotient is denoted by< − >.



Gysin sequence . . . 2 Janvier 2010˙ 6

- the tubular neighborhoods of the Thom-Mather’s structureT are invariant,

- the operatoriX3
iX2

iX1
vanishes onΣ, and

- iX iX3
iX2

iX1
ω = iXdiX3

iX2
iX1
ω = 0 for eachX ∈ X

Φ
(M) (cf. (5)).

A form γ ∈ Ω
∗−3

V

(
M/S

3
,Σ/S

3
)

vanishes in a neighborhood ofΣ/S
3
. So, the productχ1 ∧ χ2 ∧ χ3 ∧ γ

belongs toΩ
∗

V
(M) (cf. (6)). SinceiX3

iX2
iX1

(χ1 ∧ χ2 ∧ χ3 ∧ γ) = γ then we have the short exact sequence

(8) 0 // Ker ∗
>

�

� // Coker I

>

// Ω
∗−3

V

(
M/S

3
,Σ/S

3
)

// 0

As we shall see later, the connecting morphim of (8) vanishes. Thus, we now have to focus on the
computation ofH

∗
(
Ker ∗

> )
. For the sake of simplicity we putA

∗

(M) = Ker ∗
>

; in fact we have

A
∗

(M) =

{
ω ∈ Ω

∗

V
(M)

∣∣∣ iX3
iX2

iX1
ω = 0

}

Ω
∗

V

(
M/S3

)

Using this last expression, we define analogouslyA
∗

(Σ) andA
∗

(Σ, F). The following Lemmas are devoted
to the computation of the cohomology ofA

∗

(M).

Lemma 4.1
H
∗
(
A
·

(M)
)
= H

∗
(
A
·

(Σ)
)

Proof. Consider the inclusionL : A
∗

(M,Σ) −→ A
∗

(M) and the restrictionR: A
∗

(M) → A
∗

(Σ), which are
differential morphisms. This gives the short sequence

(9) 0 // A
∗

(M,Σ)
L // A

∗

(M)
R // A

∗

(Σ) // 0

In order to get this Lemma we prove the following:

(i) The sequence (9) is exact.

(ii) H
∗(

A
·

(M,Σ)
)
= 0.

(i)

SinceR◦L = 0 it suffices to prove thatR is an onto map and that KerR⊂ Im L.

•The operator R is an onto map.Considerγ ∈ Ω
∗

V
(Σ). We know thatσ(γ) ∈ Ω

∗

V
(M) (cf. Lemma2.1).

The result comes from:
 σ(γ) ∈ Ω

∗

V
(M). Sinceτ0, τ1 are equivariant maps andf ◦ν0, f ◦ν1 are invariant maps.

 iX3
iX2

iX1
σ(γ) = 0. Sinceτ0, τ1 are equivariant maps and rank{X1(x),X2(x),X3(X)} ≤ 2 for any

x ∈ Σ.

 R(< σ(γ) >) =< (σ(γ))1 >=< γ >.

• Ker R⊂ Im L. Considerω ∈ Ω
∗

V
(M) with iX3

iX2
iX1
ω = 0 andiXj

ω1 = 0 for j ∈ {1, 2, 3}. Sinceτ0 and
τ1 are equivariant maps andX j = 0 onF theniXj

σ(ω1) = 0 for j ∈ {1, 2, 3}. This gives< σ(ω1) >= 0.
Finally, we have< ω >=< ω − σ(ω1) >= L (< ω − σ(ω1) >) since(ω − σ(ω1))1 = ω1 − (σ(ω1))1 =

ω1 − ω1 = 0.
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(ii)

By definition of Verona’s differential forms we have

A
∗

(M,Σ) = A
∗

(M,D1)
excision
=== A

∗

(M\Σ,D1\Σ).

PutN = M\Σ andU = D1\Σ as in Section 3. A straightforward calculation gives:

H
∗
(
A
·

(N,U)
)
=

{
ω ∈ Ω

∗

(N,U)
∣∣∣ iX3

iX2
iX1
ω = 0 andiXj

dω = 0 for j ∈ {1, 2, 3}
}

Ω
∗
(
N/S3

,U/S3
)
+

{
dβ

∣∣∣ β ∈ Ω∗−1
(N,U) andiX3

iX2
iX1
β = 0

}

Letω be a differential form ofΩ
∗

(N,U) verifying iX3
iX2

iX1
ω = 0 andiXj

dω = 0 for j ∈ {1, 2, 3}. Then

(10)

d
(
χ1 ∧ iX3iX2ω − χ2 ∧ iX3iX1ω + χ3 ∧ iX2iX1ω

)
︸                                                   ︷︷                                                   ︸

β

ω = +

−e1 ∧ iX3iX2ω + e2 ∧ iX3iX1ω − e3 ∧ iX2iX1ω + 0ω︸                                                         ︷︷                                                         ︸
α

(cf. (7) and (5)) with β ∈ Ω
∗−1

(N,U), verifying iX3
iX2

iX1
β = 0, andα ∈ Ω

∗
(
N/S

3
,U/S

3
)
. This implies

H
∗(

A
·

(N,U)
)
= 0 and thenH

∗(
A
·

(M,Σ)
)
= 0. ♣

Lemma 4.2
H
∗
(
A
·

(Σ)
)
= H

∗
(
A
·

(Σ, F)
)
.

Proof. Consider the inclusionL : A
∗

(Σ, F) ֒→ A
∗

(Σ) which is a differential morphism. It suffices to prove
thatL is an onto map.

Let us consider a smooth functionf : ]0,∞[→ [0, 1] verifying f ≡ 0 on [3,∞[ and f ≡ 1 on ]0, 2].
Notice that the compositionf ◦ν0 : M → [0, 1] is an smooth invariant map. So, for eachγ ∈ Ω

∗

(F) we
haveσ(γ) = ( f ◦ν0)τ∗0γ ∈ Ω

∗

(M). This differential form verifies

 σ(γ) ∈ Ω
∗

V
(Σ). Since (f ◦ν0) ≡ 1 on∆0 thenσ(γ) = τ∗0γ on∆0\F. This gives (σ0(γ))0 = γ.

 σ(γ) ∈ Ω
∗

V
(Σ). Sinceτ0 is an equivariant map andf ◦ν0 is an invariant map.

 iXj
σ(γ) = 0 for j ∈ {1, 2, 3} sinceτ0 is an equivariant map andX j = 0 onF.

Then< σ(γ) >= 0 onA
∗

(Σ).
Let < ω > be a class ofA

∗

(Σ). We can write:< ω >=< ω − σ((ω)0) >= L (< ω − σ((ω)0) >) since
(ω − σ((ω)0))0 = ω0 − (σ(ω0))0 = ω0 − ω0 = 0. This proves thatL is an onto map. ♣

Given an action ofZ2 on a vector spaceE, generated by the morphismh: E→ E, we shall write

(11) E−Z2 = {e∈ E
∣∣∣ h(e) = −e},

the subspace ofantisymmetric elements.

Lemma 4.3

H
∗
(
A
·

(Σ, F)
)
=

(
H
∗−2

(
MS

1
))−Z2

where theZ2-action is induced by the product by j∈ S
3
.
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Proof. By definition of Verona’s differential forms we have

A
∗

(Σ, F) = A
∗

(Σ,∆0)
excision
=== A

∗

(Σ\F,∆0\F) =
Ω
∗

(Σ\F,∆0\F)

Ω
∗
(
(Σ\F)/S3

, (∆0\F)/S3
) .

The isotropy subgroup of a point ofΣ\F is conjugated toS
1

or N(S
1
) (cf. [2, Th. 8.5, pag. 153]). We

consider
Γ = {x ∈ Σ\F

∣∣∣ S3

x is conjugated toN(S
1
)},

which is an invariant submanifold7 of Σ\F. Proceeding as in the proof of Lemma1.1 we can construct
an invariant tubular neighborhoodτ : T → Γ of Γ onΣ\F such that:

(TM’)

{
τ0 = τ0◦τ

ν0 = ν0◦τ

}
onT ∩ ∆0 = τ

−1(Γ ∩ ∆0).

The inclusionL : A
∗

(Σ\F, (∆0\F) ∪ Γ) → A
∗

(Σ\F,∆0\F) and the restrictionR: A
∗

(Σ\F,∆0\F) →
A
∗

(Γ, Γ ∩ ∆0) are differential morphisms. In fact,R(< ω >) =< ι∗ω > whereι : Γ → Σ\F is the natural
inclusion. This gives the short sequence

0 // A
∗

(Σ\F, (∆0\F) ∪ Γ)
L // A

∗

(Σ\F,∆0\F)
R // A

∗

(Γ, Γ ∩ ∆0) // 0

In order to get this Lemma we prove the following facts:

(i) The sequence is exact.

(ii) H
∗(

A
·

(Γ, Γ ∩ ∆0)
)
= 0.

(iii) H
∗(

A
·

(Σ\F, (∆0\F) ∪ Γ)
)
=

(
H
∗−2

(
MS

1
))−Z2

.

(i)

•The operator R is an onto map.Let us consider a smooth functionf : ]0,∞[→ [0, 1] verifying f ≡ 0
on [3,∞[ and f ≡ 1 on ]0, 2]. Notice that the compositionf ◦ν : Σ\F → [0, 1] is an smooth invariant
map, whereν is the radius map associated to the invariant tubular neighborhoodτ : T → Γ. So, for
eachγ ∈ Ω

∗

(Γ, Γ ∩ ∆0) the differential formσ(γ) = ( f ◦ν)τ∗γ belongs toΩ
∗

(Σ\F,∆0\F) (since (TM’) and
f ≡ 0 outsideT). Since f ≡ 1 andτ = Id onΓ thenR(< σ(γ) >) =< γ >. So, the operatorR is an onto
map.

• Ker R ⊂ Im L. Let ω ∈ Ω
∗

(Σ\F,∆0\F) with ι∗ω ∈ Ω
∗
(
Γ/S

3
, (Γ ∩ ∆0)/S

3
)
. Since f ◦ν is invari-

ant andτ is equivariant thenσ(ι∗ω) ∈ Ω
∗
(
(Σ\F)/S

3
, (∆0\F)/S

3
)
. Then< ω >=< ω − σ(ι∗ω) >=

L (< ω − σ(ι∗ω) >) sinceι∗(ω − σ(ι∗ω)) = ι∗ω − ι∗σ(ι∗ω) = ι∗ω − ι∗ω = 0.

(ii)

The isotropy subgroup of any point ofΓ is conjugated to the normalizerN(S1). So, we have the
homeomorphisms

Γ = S
3
×N(N(S1)) Γ

N(S
1
) = S

3
×N(S1) Γ

N(S
1
) = RP

2
× ΓN(S

1
) = RP

2
× Γ/S

3
.

7This manifold may have connected components with different dimensions.
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Analogously we haveΓ ∩ ∆0 = RP
2
× (Γ ∩ ∆0)/S

3
. The Künneth formula gives

H
∗
(
A
·

(Γ, Γ ∩ ∆0)
)
= H

∗


Ω
·

(Γ, Γ ∩ ∆0)

Ω
·
(
Γ/S

3
, (Γ ∩ ∆0)/S

3
)
 = H

∗


Ω
·
(
RP

2
)
⊗Ω

·
(
Γ/S

3
, (Γ ∩ ∆0)/S

3
)

Ω
·
(
Γ/S

3
, (Γ ∩ ∆0)/S

3
)



= H
>0(
RP

2)
⊗ H

∗
(
Γ/S

3
, (Γ ∩ ∆0)/S

3)
= 0.

(iii)

Write∆ = ν−1([0, 1[) the soul of the tubular neighborhoodτ : T → Γ. Since this retraction preserves
∆0\F (cf. (TM’)) then

H
∗
(
A
·

(Σ\F, (∆0\F) ∪ Γ)
)
= H

∗
(
A
·

(Σ\F, (∆0\F) ∪ ∆)
)

excision
=== H

∗
(
A
·

(Σ\(F ∪ Γ), (∆0\(F ∪ Γ) ∪ (∆\Γ))
)
.

The isotropy subgroup of any point ofΣ′ = Σ\(F ∪ Γ) is conjugated toS
1
. So,

Σ′ = S
3
×N(S1) Σ

′S
1

=
(
S

3
/S

1)
×N(S1)/S1 Σ′S

1

= S
2
×Z2
Σ′S

1

.

Notice thatΣ′S
1

/Z2 = Σ
′/S

3
. PutU the open subset (∆0\(F ∪ Γ) ∪ (∆\Γ) of Σ′. Analogously we have

U = S
2
×Z2

US
1

andUS
1

/Z2 = U/S
3
.

TheZ2-action onS
2

is generated by (x0, x1, x2) 7→ (−x0,−x1,−x2)8. Then, theZ2-action onH
0
(
S

2
)

(resp.H
2
(
S

2
)
) is the identity Id (resp.− Id ). TheZ2-action onΣ′S

1

is induced by the product byj ∈ S
3
.

The Künneth formula gives

H
∗
(
Ω
∗(
Σ′,U

))
= H

∗
(
Ω
·
(
S

2
×Z2
Σ′S

1

, S
2
×Z2

US
1
))
= H

∗

(
Ω
·
(
S

2
× Σ′S

1

, S
2
× US

1
)Z2

)

= H
∗
(
Ω
·
(
S

2
× Σ′S

1

, S
2
× US

1
))Z2

=

(
H
∗
(
S

2
)
⊗ H

∗
(
Σ′S

1

,US
1
))Z2

=

(
H

0(
S

2)
⊗ H

∗
(
Σ′S

1

,US
1
))Z2

⊕

(
H

2(
S

2)
⊗ H

∗−2
(
Σ′S

1

,US
1
))Z2

=

(
H
∗
(
Σ′S

1

,US
1
))Z2

⊕

(
H
∗−2

(
Σ′S

1

,US
1
))−Z2

= H
∗
(
Σ′S

1

/Z2,U
S

1

/Z2

)
⊕

(
H
∗−2

(
Σ′S

1

,US
1
))−Z2

= H
∗
(
Σ′/S

3
,U/S

3)
⊕

(
H
∗−2

(
Σ′S

1

,US
1
))−Z2

,

and then

H
∗
(
A
·

(Σ\F, (∆0\F) ∪ Γ)
)

= H
∗


Ω
·

(Σ′,U)

Ω
·
(
Σ′/S

3
,U/S3

)
 =

(
H
∗−2

(
Σ′S

1

,US
1
))−Z2

=

(
H
∗−2

(
(Σ\(F ∪ Γ))S

1

, ((∆0\(F ∪ Γ) ∪ (∆\Γ))S
1
))−Z2

excision
===

(
H
∗−2

(
ΣS

1

, (∆0 ∪ ∆)S
1
))−Z2

retraction
===

(
H
∗−2

(
ΣS

1

, (F ∪ Γ)S
1
))−Z2

.

8This map is induced byj : S
3
→ S

3
defined byj(u) = u · j (see [1, Example 17.23]).
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Consider the long exact sequence associated to theZ2-invariant pair
(
ΣS

1

, (F ∪ Γ)S
1
)
:

· · · →

(
H

i−1
(
(F ∪ Γ)S

1
))−Z2

→

(
H

i
(
ΣS

1

, (F ∪ Γ)S
1
))−Z2

→

(
H

i
(
ΣS

1
))−Z2

→

(
H

i
(
(F ∪ Γ)S

1
))−Z2

→ · · · .

Since the action ofZ2 on (F ∪ Γ)S
1

is the trivial one then
(
H

i
(
(F ∪ Γ)S

1
))−Z2

= 0. On the other hand, we

haveΣS
1

= MS
1

. This gives
(
H
∗−2

(
ΣS

1

, (F ∪ Γ)S
1
))−Z2

=

(
H
∗−2

(
MS

1
))−Z2

. ♣

Theorem 4.4 Associated to any smooth actionΦ : S
3
× M −→ M we have the Gysin sequence

· · · // H
i
(M) // H

i−3
(
M/S

3
,Σ/S

3
)
⊕

(
H

i−2
(
MS

1
))−Z2 // H

i+1
(
M/S

3
)

// H
i+1

(M) // · · ·

whereΣ is the subset of points of M whose isotropy group is not finite,theZ2-action is induced by the
product by j∈ S

3
and(−)−Z2 denotes the subspace of antisymmetric elements.

Proof. If we prove that the connecting morphismδ : H
∗−3

(
M/S

3
,Σ/S

3
)
−→ H

∗+1
(
Ker ·

> )
of the long exact

sequence associated to (8) vanishes then we shall get that

H
∗

(Coker I )
Lemma2.5
====== H

∗−3(
M/S

3
,Σ/S

3)
⊕ H

∗
(
Ker ·

> ) Lemma4.3
====== H

∗−3(
M/S

3
,Σ/S

3)
⊕

(
H
∗−2

(
MS

1
))−Z2

.

Now the Gysin sequence will come from the short exact sequence

(12) 0 // Ω
∗

V

(
M/S

3
)

I // Ω
∗

V
(M) // Coker I // 0,

since (3) and Lemma2.5.
Notice that the connecting morphismδ is defined byδ([ζ]) = ±

[
< d(χ1 ∧ χ2 ∧ χ3) ∧ ζ >

]
. We have

δ ≡ 0 sinceζ1 = 0 (cf. Lemma4.1). ♣

4.5. Morphisms. We describe the morphisms of the above Gysin sequence.

1© : H
∗
(
M/S

3
)
−→ H

∗

(M)

It is the pull-backπ∗ of the canonical projectionπ : M → M/S
3

(cf. Remark 5.9).

2© : H
∗

(M) −→ H
∗−3

(
M/S

3
,Σ/S

3
)
⊕

(
H
∗−2

(
MS

1
))−Z2

We have already seen that the first component of this morphismis induced by the integration along
the fibers ofπ, that is, it is given by

>

S
3 [ω] = [iX3

iX2
iX1
ω].

For the second component we keep track of the isomorphisms given by Lemma4.3and we get that
it is defined by:

[ω] 7→ class
(
>

S
2

(ω1 − σ(ι∗ω1))
)
,

where
>

S
2 is the integration along the fibers of the canonical projection pr2 : S

2
× (Σ\(F ∪ Γ))S

1

−→

(Σ\(F ∪ Γ))S
1

.
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3© : H
∗−3

(
M/S

3
,Σ/S

3
)
⊕

(
H
∗−2

(
MS

1
))−Z2

−→ H
∗+1

(
M/S

3
)

A straightforward calculation using sequences (8) and (12) gives that the connecting morphism3© of the
Gysin sequence sends:

• [ζ] ∈ H
∗−3

(
M/S

3
,Σ/S

3
)

to -
[(

e2
1 + e2

2 + e2
3

)
∧ ζ

]
;

• [ξ] ∈
(
H
∗−2

(
MS

1
))−Z2

to [dσ(ǫ2 ∧ pr ∗2 ξ)] whereǫ2 is the canonical volume form ofS
2
.

Sincee2
1 + e2

2 + e2
3 is not a Verona’s form, then it does not define a class ofH

4
(
M/S

3
)
. Nevertheless, it

does generate a class of the intersection cohomologyIH
4

4

(
M/S

3
)

(as in the semi-free case of [4]).

4.6. Remarks.

(a) We have

(
H
∗
(
MS

1
))−Z2

=

H
∗

(
MS

1
)

H∗
(
MS

1
/Z2

) .

Let us see that. The assignmentω 7→

(
ω + j∗ω

2
,
ω − j∗ω

2

)
establishes the isomorphism

Ω
∗
(
MS

1
)
=

(
Ω
∗
(
MS

1
))Z2

⊕

(
Ω
∗
(
MS

1
))−Z2

= Ω
∗
(
MS

1

/Z2

)
⊕

(
Ω
∗
(
MS

1
))−Z2

and thenH
∗

(
MS

1
)
= H

∗

(
MS

1

/Z2

)
⊕

(
H
∗

(
MS

1
))−Z2

. This gives the claim.

(b) Let us suppose that there is not a point ofM whose isotropy subgroup is one dimensional9. Then,
we have a long exact sequence

· · · → H
i
(M)→ H

i−3(
M/S

3
, F

)
→ H

i+1(
M/S

3)
→ H

i+1
(M)→ · · · ,

since j acts trivially onMS
1

= F. This case contains the semi-free, almost-free and free actions.

(c) Let us suppose that there is not a point ofM whose isotropy subgroup is conjugated toS
110. Then,

we have a long exact sequence

· · · → H
i
(M)→ H

i−3(
M/S

3
,Σ/S

3)
→ H

i+1(
M/S

3)
→ H

i+1
(M)→ · · · .

since j acts trivially onMS
1

=
{
x ∈ M

∣∣∣ S3

x = S
3

or N(S
1
)
}
.

5. Appendix. We give a proof of Lemma2.5.

5.1. Stratification. We shall use in this Appendix the orbit type stratificationSM of the actionΦ
(cf. [2]). This partition is determined by the equivalence relation x ∼ y ⇔ S

3

x conjugated toS
3

y, and
its elements are invariant submanifolds. For example, the connected components ofF, Γ andΣ\Γ are
elements ofSM while those ofΣ andM\Σ may not be.

9That is,Σ = F = MS
3

.
10That is,Σ = F ∪ Γ.
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This stratification is endowed with the order:S1 � S2 ⇔ S1 ⊂ S2. The depthof SM, written
depthSM, is defined to be the largesti for which there exists a chain of strataS0 ≺ S1 ≺ · · · ≺ Si.

5.2. Integration. The isomorphism we construct for proving Lemma2.5 is given by integration. Since
the integration of controlled forms cannot be done directlyon singular simplices we introduce an auxil-
iary complex.

 S
∗

(
M/S

3
)

denotes the complex generated by the singular simplices ofM/S
3
. The associated

cochain complex isS
∗
(
M/S

3
)
= Hom

(
S
∗

(
M/S

3
)
,R

)
.

 A liftable singular simplexof M/S
3

is a continuous mapϕ : ∆→ M/S
3

such that:

(a) there exists a smooth mapϕ̃ : ∆→ M with π ◦ ϕ̃ = ϕ, and

(b) the pullback̃ϕ
−1 (

S
)

is a face of∆, for each stratumS ∈ SM.

We shall say that̃ϕ is a lifting of ϕ.

 LS
∗

(
M/S

3
)

denotes the complex generated by the liftable singular simplices of M/S
3
. The asso-

ciated cochain complex isLS
∗
(
M/S

3
)
= Hom

(
LS

∗

(
M/S

3
)
,R

)
.

Now, integration over these simplices makes sense.

Lemma 5.3 The mapΩ
∗

V

(
M/S

3
) ∫

// LS
∗
(
M/S

3
)
, defined by

∫
ϕ ω =

∫
∆
ϕ̃
∗
ω, is a well defined differen-

tial operator.

Proof. The only problem might come from the non uniqueness of the lifting ϕ̃ (cf. (a)). Since the
differential formω is invariant, then it suffices to prove the following statement:

“Let ω be a differential form ofΩ
∗

V

(
M/S

3
)
. Given two lifting mapsψ1 andψ2 of a liftable

singular simplexϕ : ∆→ M/S
3
, there exists a smooth map11 g:

◦

∆→ S
3

with ψ2 = g ◦ ψ1.”

Let t be a point of
◦

∆ and letS1 be the stratum containingψ1(t). Condition (b) givesψ1(∆) ⊂ S1. Consider

a stratumS � S1 meetingψ1(
◦

∆). Condition (b) givesψ1(∆) ⊂ S. ThenS1 ∩ S , ∅, that is,S1 � S. We
getS = S1 and thereforeψ1(∆) ⊂ S1. By the same reason, we find a stratumS2 containingψ2(∆). Since
π◦ψ1 = π◦ψ2 thenπ(S1) ∩ π(S2) , ∅. This impliesS1 ∩ S2 , ∅ and thereforeS1 = S2. The result comes
now from the fact that the projectionπ : S1→ S1/S

3
is a homogeneous bundle. ♣

So, we have the following diagram of differential morphisms:

Ω
∗

V

(
M/S

3
) ∫

// LS
∗
(
M/S

3
)

S
∗
(
M/S

3
)
,

ρoo

whereρ is the restriction. We define the statement

P(M) ≔ “The morphisms
∫

andρ are quasi-isomorphisms”

In a similar way we defineP(M,Σ). The goal of the Appendix is to proveP(M) andP(M,Σ), which
will give Lemma2.5. This is done in several steps.

11Here,
◦

∆ is the interior of∆.
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5.4. First Step: If all the orbits have the same dimension then P(M) is true. Notice first that we
haveΩ

∗

V

(
M/S

3
)
= Ω

∗
(
M/S

3
)
. We proofP(M) by induction on the depth ofSM.

• depthSM = 0. Since the actionΦ : S
3
× M → M is a homogenous bundle then the complex

LS
∗

(
M/S

3
)

is generated by the smooth simplices of the manifoldM/S
3
. We know that the restriction

LS
∗
(
M/S

3
)

S
∗
(
M/S

3
)ρoo is a quasi-isomorphism. Now the de Rham Theorem givesP(M).

• Induction. ConsiderS ⊂ M the union of the minimal strata ofSM. It is an invariant submani-
fold12 with depthSS = 0 which givesP(S). Fix τ : T → S an equivariant tubular neighborhood ofS.
Associated to the open covering{M\S,T} of M\Σ we have the Mayer-Vietoris commutative diagram

0 // S
∗
(
(T\S)/S

3
)

��

// S
∗
(
T/S

3
)
⊕ LS

∗
(
(M\S)/S

3
)

��

// S
∗
(
M/S

3
)

��

// 0

0 // LS
∗
(
(T\S)/S

3
)

// LS
∗
(
T/S

3
)
⊕ LS

∗
(
(M\S)/S

3
)

// LS
∗
(
M/S

3
)

// 0

0 // Ω
∗
(
(T\S)/S

3
)

OO

// Ω
∗
(
T/S

3
)
⊕Ω

∗
(
(M\S)/S

3
)

OO

// Ω
∗
(
M/S

3
)

OO

// 0

We shall denote this kind of diagrams by:

0⇛ P(T\S)⇛ P(T) ⊕P(M\S)⇛ P(M)⇛ 0.

The first and second lines are exact since linear subdivisions preserve (liftable) singular simplices.
The third row is exact since the covering{M\S,T} possesses a subordinated partition of unity made up
of smooth invariant maps (for example,{1− ( f ◦ν), f ◦ν} whereν is the radius map associated toτ). The
Five’s Lemma gives:P(T\S),P(T),P(M\S) =⇒ P(M).

Since depthST\S < depthSM and depthSM\S < depthSM then, by induction hypothesis, we have
P(T\S) andP(M\S).

Consider the mapH : T × [0, 1] → T defined byH(x, t) = ∂(t, x) (the dilatation map associated to
τ). It is an equivariant homotopy between◦τ and the identity map ofT, where : S ֒→ T is the natural
inclusion. So, restrictionsLS

∗
(
T/S

3
)
→ LS

∗
(
S/S

3
)
, S

∗
(
T/S

3
)
→ S

∗
(
S/S

3
)

andΩ
∗
(
T/S

3
)
→ Ω

∗
(
S/S

3
)

are quasi-isomorphisms. Then we getP(T) since we haveP(S) (depthSS = 0).

5.5. Second Step:P(M\F) =⇒ P(M). Associated to the open covering{M\F,T0} of M we have the
Mayer-Vietoris commutative diagram

0⇛ P(T0\F)⇛ P(T0) ⊕P(M\F)⇛ P(M)⇛ 0.

The first and second rows are exact since linear subdivisionspreserve (liftable) singular simplices. The
third row is exact since the covering{M\F,T0} possesses a subordinated partition of unity made up
of invariant controlled functions (for example,{1 − ( f ◦ν0), f ◦ν0} cf. 4.2). The Five’s Lemma gives:
P(T0\F),P(T0),P(M\F) =⇒ P(M).

SinceT0\F does not possess any fixed point thenP(M\F) =⇒ P(T0\F).
Consider the mapH : T0 × [0, 1] → T0 defined byh(x, t) = ∂0(t, x). It is an equivariant homotopy

between◦τ0 and the identity map ofT0, where : F ֒→ T0 is the natural inclusion. So, restrictions
LS

∗
(
T0/S

3
)
→ LS

∗

(F) andS
∗
(
T0/S

3
)
→ S

∗

(F) are quasi-isomorphisms. Moreover, since the homotopy

12This manifold may have connected components with different dimensions.
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H preserves the Thom-Mather structure, then the restrictionΩ
∗

V

(
T0/S

3
)
→ Ω

∗

(F) is a quasi-isomorphism.
Then we getP(T0) since we haveP(F) (cf. First Step).

5.6. Third Step: P(M\F) is true. Associated to the open covering{M\Σ,T1} of M\F we have the
Mayer-Vietoris commutative diagram

0⇛ P(T1\Σ)⇛ P(T1) ⊕P(M\Σ)⇛ P(M\F)⇛ 0.

The first and second rows are exact since linear subdivisionspreserve (liftable) singular simplices. The
third row is exact since the covering{M\Σ,T1} possesses a subordinated partition of unity made up
of invariant controlled functions (for example,{1 − ( f ◦ν1), f ◦ν1} cf. 2.1). The Five’s Lemma gives:
P(T1\Σ),P(T1), andP(M\Σ) =⇒ P(M\F).

From First Step we getP(M\Σ) andP(T1\Σ).
Consider the mapH : T1 × [0, 1] → T1 defined byH(x, t) = ∂1(t, x). It is an equivariant homotopy

between◦τ1 and the identity map ofT1, where : (Σ\F) ֒→ T1 is the natural inclusion. So, the restrictions
LS

∗
(
T1/S

3
)
→ LS

∗
(
(Σ\F)/S

3
)

andS
∗
(
T1/S

3
)
→ S

∗
(
(Σ\F)/S

3
)

are quasi-isomorphisms. Moreover, since

the homotopyH preserves the tubular neighborhoodτ1 then the restrictionΩ
∗

V

(
T1/S

3
)
→ Ω

∗
(
(Σ\F)/S

3
)

is a quasi-isomorphism. Then we getP(T1) since we haveP(Σ\F) (cf. First Step).

5.7. Fourth Step: Notice that we have proved thatP(M) is true.

5.8. Fifth Step: P(M,Σ) is true. By definition of controlled forms we haveΩ
∗

V

(
M/S

3
,Σ/S

3
)
=

Ω
∗
(
M/S

3
, (D0 ∪ D1) /S

3
)
. We have seen in Second Step and Third Step thatD0 retracts equivariantly to

F and thatD1 retracts equivariantely toΣ\F, this last retraction preservingD0. So, we have

P(M,D0 ∪ (Σ\F)) =⇒ P(M,D0 ∪ D1)⇐⇒ P(M,Σ).

Associated to the triple (M,D0,Σ\F) we have the commutative diagram

0⇛ P(M,D0 ∪ (Σ\F)) ⇛ P(M,D0)⇛ P(Σ\F,D0 ∩ (Σ\F))⇛ 0.

The first and second rows are clearly exact. The third row is exact since (2). The Five’s Lemma gives:
P(M,D0),P(Σ\F,D0 ∩ (Σ\F)) =⇒ P(M,D0 ∪ (Σ\F)). The two following items end the proof, the
Appendix and the article.

• P(M,D0) is true. SinceD0 retracts equivariantly toF thenP(M, F) ⇐⇒ P(M,D0). Associated
to the pair (M, F) we have the commutative diagram 0⇛ P(M, F) ⇛ P(M) ⇛ P(F) ⇛ 0. The
first and second rows are clearly exact. The third row is also exact (see proof of Lemma4.2). The
Five’s Lemma gives:P(M),P(F) =⇒ P(M, F). But we haveP(M) (cf. Forth Step) andP(F)
(First Step).

• P(Σ\F,D0 ∩ (Σ\F)) is true. Associated to the open covering{Σ\ν−1
0 ([0, 1.5]), ν−1

0 (]0, 3.5[) ∩ Σ} of
Σ\F we have the Mayer-Vietoris commutative diagram:

0⇛ P(Σ\F,D0∩(Σ\F))⇛ P(Σ\ν−1
0 ([0, 1.5]))⊕P(ν−1

0 (]0, 3.5[)∩Σ),D0∩(Σ\F)) ⇛ P(Σ∩ν−1
0 (]1.5, 3.5[))⇛ 0.

The first and second rows are exact since linear subdivisionspreserve (liftable) singular simplices.
The third row is exact since the covering{Σ\ν−1

0 ([0, 1.5]), ν−1
0 (]0, 3.5[)∩Σ} possesses a subordinated

partition of unity made up of invariant controlled functions (for example,{ f ◦ν0, 1− ( f ◦ν0)} cf. 2.1).
The Five’s Lemma gives:

P(Σ\ν−1
0 ([0, 1.5])),P(ν−1

0 (]0, 3.5[)∩Σ),D0∩(Σ\F)),P(Σ∩ν−1
0 (]1.5, 3.5[)) =⇒ P(Σ\F,D0∩(Σ\F)).
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From First Step we getP(Σ\ν−1
0 ([0, 1.5])) andP(Σ ∩ ν−1

0 (]1.5, 3.5[)). Finally, sinceD0 ∩ Σ is
equivariantly diffeomorphic to (S0∩Σ)×]0,∞[ thenP(ν−1

0 (]0, 3.5[)∩Σ),D0∩ (Σ\F))⇐⇒ P((S0∩

Σ)×]0, 3.5[), (S0 ∩ Σ)×]0, 1[)). Retracting the second factor, we getP(ν−1
0 (]0, 3.5[) ∩ Σ),D0 ∩

(Σ\F))⇐⇒ P(S0 ∩ Σ,S0 ∩ Σ). ButP(S0 ∩ Σ,S0 ∩ Σ) is clearly true! ♣

5.9. Remark. Keeping track of the inclusionI : Ω
∗

V

(
M/S

3
)
֒→ Ω

∗

V
(M) one shows that it induces the

morphismπ∗ : H
∗
(
M/S

3
)
→ H

∗

(M).
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